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Q.3

b)

a)

Stem and leaf display of the given data

4 8
5 o 1 7
6 1 3 6 6 7
7 1 2 2 3 6 8 8 9
8 2 4 4 5 7 9
9 3 4 9
10 0 [2]
Range = 100— 48 = 52 1
Interquartile range = 85— 66 = 19 [1]
(Quartiles by aternative approach accepted)
X = @ =B5§572
20 [
é NG
g==£- =
n-1
_ 61,226- 20(55.2)°
19
=285.2
$=3.874

1
Interval X + s~ (51.326,59.074) [

All the items except the following 7 fall within the interva —
49 50 51 49 61 60 62

13
required percentage = — 100 = 65%
equired pereentage = =5 ’ 1]

Total [7]
Statement 1
Proof [2]

SinceP(X=2,Y=3)=01t P(X=2)P(Y=3) XandY aredependent. [2]
Adjust the cell probabilities so that

PIX =xY=y]=P(X =x)P(Y =y) [1]
This leads to the following table
V\U 1 2 3
2 1 1 1 1
2 6 12 3
3 1 1 1 1
12 6 12 3
4 1 1 1 1
12 6 12 3
1 1 1 1
4 2 4 2]
Total [8]

Given P(A) = 0.2, P(B) = 0.25, P(C) = 0.4
P(A) = 0.8,P(B)=0.75, P(C)=0.6 [1



b) i)

Q4 a)

b)

Expected no = x,P(A) + x,(B) + %/(C)
=10(0.8) +16(0.75) + 20(0.6)
=8+12+12
=32

1 2
M,(t) = c‘)ze‘zdz+ c‘p‘Z(Z - 2)dz
0 1
Integrating by parts
éze” | 0L

1
éze'zdz eTu 'Ot—dz
0 e b o
e 1,

=T el
Similarly

2 e 1
2 (2- 2)dz=- = +=(e?- ¢

Addition gives M,(t) = tiz(et -1

[2]
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[
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[1]

e-1
My, () ==
e-1
M, (1) =
where X, and X, are independent uniform random variables on (0,1)
' - 10
X1+X2( ) g

Comment : g(2) is the pdf of the sum of two independent uniform
random variables.

[1]

That is the sum of two independent uniform random variables follows

triangular distribution.

Expected number of accidentsin a group of 1000 policyholders, is
given by
1

10000 ——— =041, which istaken asthe parameter of the Poisson
10000

distribution
Let p(x) = e'°-1Q Xx=0,12,...........
X!

Required Probability = P(0) + P(1) + P(2)
0. 010

ﬂ
= 0.9048(1.105) = 0.9998

Define Poisson process X(t) as a discrete process, stating al the
postul ates namely

i) P[Loccurrencein (t, t+Dt)] =1 Dt+0(Dt)
ii) P[nooccurrencein (t, t+Dt)] =1- | D+0(Dt)
iii) P[2 or more occurrenceiin (t, t+DX)] = O(Dt)

=5 °1§‘.3[+0 1+——

(1]
Total [9]

[1]

[1]
[1]

iv) X(t) isindependent of the number of occurrencesof the event



Q.5

a)

in any interval prior and after the interval (0,t)
Let E; takesplaceat timet; and T bethe interval between the
occurrence of E, and E,,,. T isacts random variable.
Now P[T>t] = P[E,,, does not occur in (t,t, +t)]
= P[no occurrence in the interval of length t]
=PX(t)=0]= e
F)=P(T<t)=1- €' and hence
f)=F@t) =1e'" (t30)
which is an exponentia distribution

P(X =1 =P(Y=r) =pg™", r=12,.....
P[X =r,X +Y =K|
P[X+Y=K]

P[X=r|X+Y=K]=

_ P[X=r]P[Y=k-r]

" aP[X=r]P[Y=k-r]
pqr—llqu—r—l

kdl r-1 k-r-1

apa .pq

r=1

51 qk-2 k-1
r=1
r=12,....... (k-1

which is adiscrete uniform distribution.

Statement of central limit theorem for i.c.r.v.’s
Let Z be standard Normal r.v.

X ~ N(167,4.5)
P« X <171y= pELE3- 167 X167 171 1670
g 45 45 45 H
- P& 0.8889< X" M< 08889
5
€ u

~ 2P[Z <0.89] = 0.626

[2]

[2]

[2]

(2
Total [11]

(1]

[2]
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4 3
V==—pX
3p
4 4
clearly V £§p andforO£V0£§p

PV >V,) =PEp x>y, 0
&3 o

The above probability is zero if VO>%p since X lies between 0 and 1.

o

Likelihood L( )=|ine'aV

[¢]
logL(1)=-nlogl - &%
M:o gives

o
o
Foax
n
2 o
1 logL—%-2a§<0 atl =X
1 | |
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CRB=—- ="
@end n
&2

, O <
~ € U1 | 2
Var (| )=Véa—x'g=—2nl 2=

e N g

n

[2]

[1]

(1]
Total [7]

[1]

[1]

[1]

[1]

[1]

[2]

[1]
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. |2..
e Ng

X-1 N1

% [

95% confidence interval for | isobtained asfollows
é u
é X- | u
P& 1.96< ~<1.9601=0.95
é A / 0 U
8 &/Jnp @

This gives the interval as

X X
1+1.96/_'1.196
VAR A 1
Total [10]
] ¥
9 LR bad
b Sée ¢ b ¥
¢ ¢
| | | | | | | | | | | | | |
r 111t 1 1° 1 1T [ 1T ]I
50 55 60 65 70 75
seems to be approximately normal. [1]
3 X
X = a_
n
1235
20
=61.75
,_axt-nd
n-1
2
77117~ 125
19
=45.04 (2
95% Cl is

SZ
X +t ,/—
Z\ n
61.75+ 2.093 /45;04
20 (1]

Or 58.61 and 64.89 [2]

Here we apply the paired t-test
Differencesin pair d (before and after treatment)
d3 2 2 04 4 -50 2 -1
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b)

20 -1 14 2 1 3-5 -1
qd=17 Jd®=141
If m bethe true mean of the difference we test H,: m=0 (treatment
ineffective) versus H;: m>0 (treatment effective) [
d=085 S*=6.66 [1]
Under H,,

t=LSO@

08520
J6.66
=147 with 19 d.f [1
5% value of t (one-tailed) for 19 df is 1.729
obst < critical value - H, holds

Treatment not effective. [2]
Total [11]

We apply the ¢ 2- test

Under H, that the park is visited in the same proportion by birds of the
six categories, the expected frequency (E) for each category is

L 54=9

6

,_ o (0- E)? :
c _aT over thesix cells (1]
Caculated c*=7.778 with 5d.f [
Cc24(5) =11.07
Obs. Valueof c¢? not significant H, holds, 2]
Total [4]

Scatter plot—Y against X — shows linear trend 1

a X
n

X =

= |8

=10

[o]
— Y
Y:a_



Q.10

d)

f)

=10 (2]
Similarly, S, =10 S,, =9

[1]

bl—

B 2
b0 =b,=Y-bX= 2]
lineY =-7+0.9X

Standard error of estimate Seis given by

s::n—lsé (-

2 4
(}?SNS

n 28 [1]
=0.6333
Se =0.7958 [1]
95% ClI
SZ
EV n-2
V S« [1]
0.9+ (3.182),|—
30%10
0.9+ 0.8009 [1]

Or 0.0991 and 1.701
If @ denotes the error term,

gsarelIN(0,s ?) [1

The above interval does not include the value zero. [2]
Hence Ho is rejected.
Total [15]

Weted the hypothesis Ho that the three methods have the same mean

level of productivity against H; that means are not all equal. [1]
n=n=n=>5

y, =147 vy, =178 vy, =127

4522

CF = =13620.3
15

SST =14326 - 13620.3 =705.7

2 2 2
sp = 47 +1753 +121° ey

SSE =SST - SSB=441.6 (2]
(2]



Q.11 a)
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ANOVA Table

Source SS Df F
Between 264.1 2

methods 3.59
Error 441.6 12

Tota 705.7 14

Table value F 1> (0.05) = 3.885
No evidence against Ho.

¥
£, (X) = oy N dy = e
0

¥
o (y) = "= y>0
0

A+y)?’
y

¥
Ase does not converge, E(Y) does not exist
Se ERYE ge, E(Y)

iyl =g

=xe¥,y>0

E(Y|x):5yxe'xydy:% x>0

Theory
m,=3 sZ=3
1
=15*==5
i 3
S)2<=15*£*—2=E
33 3
E(S) =mm, =15
Var(S) = ms ? +s 2ny
=85

kkkkkkhkhkkkkkkikikhk%x

(1]
Total [6]

[2]

[2]
(2]

[
[2]
[1]

(2]
Total [12]



